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A computer program called IMD is described. IMD is used for modeling the optical properties
(reflectance, transmittance, electric-field intensities,) etfcmultilayer films, i.e., films consisting

of any number of layers of any thickness. IMD includes a full graphical user interface and affords
modeling with up to eight simultaneous independent variables, as well as parameter estimation
(including confidence interval generatjorusing nonlinear, least-squares curve fitting to
user-supplied experimental optical data. The computation methods and user interface are
described, and numerous examples are presented that illustrate some of IMD’s unique modeling,
fitting, and visualization capabilities. @998 American Institute of Physics.
[S0894-18608)01604-9

INTRODUCTION cluded; the effect of such imperfections, namely, to reduce

IMD is a computer program for modeling the optical the specular reflectance at the interface, becomes especially

properties—reflectance, transmittance, absorptance, phas portant at shorter wavelengt_r(se., bel_ow~_30 nm,
shifts and electric-field intensities—of multilayer films, i.e., Where the length scale of these imperfections is comparable
films consisting of any number of layers of any thickness. 0 the wavelength of light. _
Estimating the optical properties of multilayer films is in- The optical functiongreflectance, transmittance, gtc.
tegral to instrument design and modeling in many fields of ¢an be computed not just versus wavelength and/or inci-
science and technology, such as astronomy, Iithography,dence ang_le, but also asa function of any of th_e parameters
plasma diagnostics, synchrotron instrumentation, etc. Also, that describe the multilayer stack.g., layer thicknesses,
fitting the calculated reflectance of a multilayer stack to roughnesses, ejc.or the incident beam(polarization,
experimental data is the basis of x-ray reflectatXBR) angular/spectral resolutipn An interactive visualization
analysis of thin films, in which one uses the measured re- tool, IMDXPLOT, is used to display the results of such
flectance to determine film thicknesses, densities, andmultiple-variable computations; with this visualization tool
roughnesses and to determine the optical constant from re-one can vary a given parameter and see the resulting effect
flectance versus incidence-angle data, a technique utilizedon the optical functiongin one or two dimensionsn real
in many spectral region'sIMD was designed, therefore, as time. This latter feature is especially helpful in discerning
a completely general modeling and parameter-estimationthe relative sensitivities of the optical functions to the pa-
tool, intended to be used for these and other applications, inrameters that describe the multilayer structure.
order to meet the needs of a broad range of researchers.  Parameter estimation is afforded by fitting an optical
Furthermore, IMD’s flexibility enables many new and function to user-supplied experimental data: nonlinear,
uniquetlypes of computations. IMD is available free via the least-squares curve fitting based on i;h% test of fit is
Internet: ) utilized. The precision of the best-fit parameters can be
~In IMD, a layer can be composed of any material for estimated as well by computing multidimensional confi-
which the optical constants are known or can be estimated.dence intervals. The ability to simultaneously vary multiple
Any number of such layers can be designated and option-parameters “manually,” as mentioned above, prior to per-
ally grouped together to define periodic multilayers; forming least-squares fitting, is particularly useful in select-
“groups of groups” of layers can be defined, in fact, with - ing initial parameter values; indeed, choosing initial fit pa-
no limit on nesting depth. The IMD distribution includes an  yameter values that are reasonably close to the best-fit

optical-constant database for over 150 materials, spanning,a|yes is generally the most difficult aspect of multiparam-
the x-ray to the far-infrared region of the spectrum. User- qiar nonlinear fitting.

defined optical constants can be used as well, and in the 30 IMD is written in the IDL Ianguagé and makes ex-
eV-30 keV region in partlcula_r, optical constants can be tensive use of IDL’s built-in “widgets” to provide a full
generated by the user for arbitrary compounds using the g aphical user interface. As such, IMD can be run on most

CXRO atomic scattering factofdmperfections at an inter- (currently popular platforms, including MacOS, MS Win-

face, i.e., roughness and/or diffuseness, can be easily iN"4ows, and most flavors of Unix.

In the following, we will describe first the physics and
IE-mail: windt@bell-labs.com; www.bell-labs.com/user/windt algorithms used for modeling and parameter estimation,
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Figure 1. Diagram of a plane wave incident at the interface between two
optically dissimilar materials.

followed by a description of the IMD user interface. Fi-
nally, we present several illustrative examples, demonstrat-
ing IMD’s uniqgue modeling and fitting capabilities.

I. GCOMPUTATION METHODS

A. Optical functions

Computations of the optical functions of a multilayer film
in IMD are based on application of the Fresnel equations,
modified to account for interface imperfections, which de-

diffuse-

Figure 2. Sketch of the interface profile functiorizp, which describes a
rough or diffuse interface.

E/l n; cos@;—n; cosé, o

- =rk
|[Ei| nicos6;+n;cosg

(19
and

Ejl 2n; cos 6; o
[El n cosé;+n; cose,

(1d)

for p polarization(i.e., E parallel to the plane of incidenge
whered); is the angle of refraction, determined from Snell’s
law: n; sin g=n; sin ¢;. In Eq. (1) we have introduced the
Fresnel reflection and transmission coefficientsandt;; ,
respectively’

2. Interface imperfections : In order to account for the loss in

scribe the reflection and transmission of an electromagneticspecular reflectance due to interface imperfectioses, in-

plane wave incident at an interface between two optically
dissimilar materials.

1. Reflection and transmission at an ideal interface : \We con-
sider first the behavior of a plane electromagnetic wave at
an idealized interface, i.e., the abrupt interface between two
semi-infinite media, as shown in Fig. 1. The complex index
of refractionn=n+ik (wheren is the refractive index and

k is the extinction coefficiefts given in the two regions as

n; and n;. The incident wave vector, with electric-field
amplitudeE; , makes an anglé@; with respect to the inter-
face normalthe z axis). The amplitude of the reflected and
transmitted electric fieldsE{ and E;, respectively, are
given by the well-known Fresnel equatiohs:

|E{/| n; cos6,—n; cos¥,
=T= =rj (1a)
|Ei| njcos6;+n;cosg;

and
|E;| 2n; cos 6,
== =t} (1b)
|E{l njcos@+n;cosg

for s polarization(i.e., E perpendicular to the plane of in-
cidence; and

terfacial roughness and/or diffusengsse now consider

the case where the change in index across the interface is
not abrupt, but can be described instead by an interface
profile functionp(z) (see Fig. 2 That is, following the
formalism developed by Stearhsye definep(z) as the
normalized, average value along thelirection of the di-
electric function,s(x) (with n=z):

J[Je(x)dxdy
p(Z)Zm, (2
where
B gj, Z—+ox,
g(X)= s — ©)

81' y
Stearns has shown that in the case of nonabrupt interfaces,
the resultant loss in specular reflectance can be approxi-
mated by multiplying the Fresnel reflection coefficients
[Egs.(1a) and(10)] by the functiorw(s), the Fourier trans-
form of w(z) =dp/dz. That is, the modified Fresnel reflec-
tion coefficients are given by

4)

ri="riw(s,
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Table I. Interface profile functions, p(z), and the associated Fresnel reflection coefficient modification

factors w(s) (from Ref. 7) available for use in IMD.

P(2) W(s)
. 1 z
Error function il e—12/2¢2dt
\/; o e*SZUZ/Z
1.2z
Exponential 277, z=<0 1
; 1+ 2
1~ e gm0 sl
0, Z<*\/§O’
Linear 1 L2 2=\ sin(y/30s)
2 230’ A J3os
1, Z>—\/§a'
0, z<-ao
Sinusoidal 1+1 [ 7z 7 [sin(@aos—m/2) sin(@aos+w/2))
p— p— R S —
225280/ l4=<ao 4\ acs—ml2 aos+ /2
1, z>aco
a=7rl\/_2—8

wheres;=4 cosé,/\, and\ is the wavelength of light.

of N layers(andN+1 interfacey where theith layer has

Note that the loss in specular reflectance depends only onthicknessd;, interfacial roughness/diffuseness, and op-

the averagevariation (over x andy) in index across the

tical constant®;, as shown in Fig. 3. The region above the

interface. Consequently, the reflectance can be reducedmultilayer stack—the ambient—has optical constamis

equally well by either a rough interface, in which the tran-
sition between the two materials is abrupt at any point
(x,y), or a diffuse interface, in which the index varies
smoothly along the direction (or by an interface that can
be described as some combination of the two dases
Stearns presents four particularly useful interface pro-
files, all of which are available for use in IMD; these inter-

face profile functions and the associategs) functions are

listed in Table I. Also available in IMD are modifie]i(s)
functions, where s; has been replaced withs;

=41cos@ cosg/\, in accord with the formalism devel-
oped by Neot and Croc&to properly account for the ef-
fect of roughness on the specular reflectance below the
critical angle of total external reflection in the x-ray region.
The width of each interface profile function presented
in Table | is characterized by the paramate(see Fig. 2,
which is a measure of either a root-mean-squane) in-
terfacial roughness in the case of a purely rough interface,
an interface width in the case of a purely a diffuse interface,
or some combination of the two properties in the case of an
interface that is both rough and diffuse; it is the parameter
o (along with the choice of interface profile functjothat
is specified in IMD to account for the effects of interface
imperfections using the modified Fresnel coefficient ap-
proach just described.

3. Optical functions of a multilayer stack : \We now consider a
plane wave incident on a multilayer stack, that is, a series
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and the region below the film—the substrate—has optical
constantsng. (Note that the case of a free-standing film
refers to the conditiong=n,.) Under these circumstances,
the net reflectionr;) and transmissiont() coefficients of
theith layer are given

rij‘f‘r]‘eZiﬁi
li=———">=5
boLryre?h

(5a)

ambient

substrate

Figure 3. Diagram of a multilayer stack containing N layers, where the
optical constants, thickness, propagation angle, and interface roughness/
diffuseness parameter of the ith layer ang, d;, 6, and o;, respec-
tively. The ambient (i.e., the region above the film) has optical constants
n,, and the substrate has optical constants



and

ti;t;e P

.r4e2'ﬁi !

Tl (5b)

where g;=2md;n; cosé/\; the reflection coefficients;;
are computed from Ed4), the transmission coefficientg
from Egs.(1b) and(1d), andr; andt; are the net reflection
and transmission coefficients of thth interface. Thus, the
procedure to compute the net reflectiar) @nd transmis-
sion (t) coefficients for the multilayer stack is to apply Eqg.
(5) recursively, starting at the bottom-most layer, iie.,
=N, j=s. (The coefficients andt for s and p polariza-

tion are computed separately using the appropriate Fresnel

coefficients). The reflectanc® and transmittanc&, which

measure the energy reflected from or transmitted through

the film, respectively, are then given by

R=|r|? (6a)
and
B Ng COS O )
T—Re[ n. cos 0a]|t| (6b)

(again, separately computing the values $aand p polar-
ization, i.e.,R%, RP, T° and TP). The absorptanceA,

and

B (2)= (L&A E] (0)+
ij

respectively, whereB;(z)=2mzn; cosé/\, and E]-+(0)

and E; (0) are the field amplitudes at the top of thih

layer. Again, a recursive approach can be used to compute

the field amplitudes throughout the stack, starting at the

bottom-most layeri=N, j=s) with the field amplitudes

in the substrate given & (0)=1 andE_ (0)=0. The net

reflection and transmission coefficients of the film can then

be computed from the field amplitudes in the ambient:

1 .
—eAIE (0),  (8b)
ij

E, (0)
r=E;(0), (9a)
t_—E;(O)' (9b)

Once the transmission coefficient is computed from Eqg.
(9b), the field amplitudes versus depth are then rescaled
using

E*(2)—tE*(2) (10
(i.e., by taking the incident electric field to have unit am-

which measures the amount of energy absorbed by the film,plitude) and the field intensities fa andp polarization are

is approximated by

A=1—-R-T. (60)

[Note that Eq.(6¢) is inaccurate when light is removed
from the specular direction, i.e., and scattered into non-
specular directions, due to interfacial or surface roughhess.

computed from

l(z)=|E*(2)+E (2)|% (11

8. Polarization : In the case of an incident beam that consists
of a mixture ofs andp polarization, it is often necessary to
compute the “average” values of the optical functioRs

Finally, the phases of the reflected and transmitted wavesT andA. and the electric-field intensity, i.e., the values

are given by

o =tan 1(Im{r}/Re(r}) (78

and

o =tan 1(Im{t}/Re(t}).

4. Eectric-field intensity in a multilayer stack : In order to
compute, in addition to the optical functions, the electric-
field intensity as a function of depth in a multilayer stack, a
slightly different formalism from that described in Sec.
I A 3 must be used(The previous, more efficient, formal-
ism is used in IMD when electric-field intensities are not
required) Let us consider the interface between ttieand

the jth layers in a multilayer stack, where we now have
both positive-going and negative-going electromagnetic
plane waves in both layers. Solving Maxwell's equations in

(7b)

this case, we can show that the positive-going and negative-

going field amplitudes at a distanegabove the interface
are given by

1 ri
Er(Zi)ZFef'ﬁi(zi)Er(O)-i-ﬁef"gi(zi)Ejﬁ(O) (89)
ij

1]

of these quantities for “average” polarization. We thus de-
fine the incident polarization factdras
[5—1P

LN (12

where |® and IP are the incident intensities f& and p
polarization (e.g., unpolarized radiation correspondsfto
=0). Furthermore, we define the polarization-analyzer sen-
sitivity, g, as the sensitivity tg polarization divided by the
sensitivity top polarization; specifying a value af other
than 1.0 could be used to simulate, for example, the reflec-
tance one would measure using a detector (fatwhat-
ever reasonwas more or less sensitive ®polarization
than top polarization. It can be shown that the average
reflectance is then given by

_RSq(1+f)+Rp(1—f)
~ f(g-1)+(q+1)

with equivalent expressions far, A* and|?.

13

6. Instrumental resolution : In general, the experimental de-
termination of an optical function such & T, or A is
made with instrumentation that is limited in angular and/or
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Figure 4. Diagram of a graded interface of widthywconsisting of I
= 3 layers. In this case, the distribution parametey i slightly less than
0.5.

spectral resolution. As such, it is desirable to estimate
resolution-limited values of the calculated optical func-

tions. This is achieved in IMD by convolving the calculated

optical functions with a Gaussian of widi#p, in the case

of finite angular resolution, or with a Gaussian of width

S\, in the case of finite spectral resolution, using the con-
volution algorithm built into IDL.

7. Graded interfaces : In addition to the option of using the
modified Fresnel coefficients to account for interfacial

d/ =d;~w,Xg, (15b)

with 0<Xy<1. (Note that the total thickness of the two
layers—including all the graded interface layers—is con-
stant, i.e..d +dj +wg=d;+d;.) As an example, a distri-
bution factor of 50% X4=0.5) would result in equal re-
ductions of theith andjth layer thicknesses.

B. Parameter estimation

As will be described in Sec. Il B, it is possible in IMD to
designate simultaneously up to eight independent variables
when computing optical functions and electric-field inten-
sities. When attempting to model experimental optical data,
however, it is often desirable to estimate parameter values
automatically, using nonlinear, least-squares curve fitting.
To this end, parameter estimation based omtheest of fit

can be used in IMD to determine any number of parameters
that describe the multilayer sta¢tr the incident-beam po-
larization and/or instrumental resolutigras will now be
described.

1. Fitting algorithm : \We consider a one-dimensional optical
function Y(X) for a multilayer stack, wher®¥ may be any
one ofR?, T2, or A%, andX is some independent variable

roughness and diffuseness, as described in Sec. |1 A2, in(e.g.,\, 6, etc). The values foiY(X) depend on the values

IMD it is also possible to model the effects of a diffuse
interface on the optical functions and electric-field intensi-
ties by specifying a “graded” interface. That is, an abrupt

of all the parameters that describe the multilayer stagk
tical constants, layer thicknesses, gtand the incident
beam(polarization, instrumental resolution, etcThe prob-

interface can be replaced by one or more layers whose op-lem we wish to solve is the following: determine the values
tical constants vary gradually between the values for the for some fixed numbep of these adjustable parameters,

pure materials on either side of the interface.

In IMD, a graded interface is described by three pa-
rameters, as shown in Fig. 4: the interface width, the
number of layers comprising the graded interfadg, and
the distribution factor, Xy, which determines where the
graded interface region resides relative to the original
abrupt interfacdas will be described below

The optical constants in each of tig, layers of a

such that the calculated optical functi¥iiX) most closely
fits a particular set of experimentally determined optical
data,Y = 8Y,,, measured as a function of the independent
variableX,,, whereX,, takes on=1, ... N, discrete val-
ues.

To solve this problem, IMD makes use of the so-called
Marquardt gradient-expansion algoritHfthased on the?
test'! in which we minimize the value of the statistf;

graded interface are computed as follows. Consider thedefined as

graded interface between theh and jth layers in a

multilayer stack. The thickness of each of tNg graded

interface layers is equal 1o4/Ny . The optical constants in
the /'th graded interface layer are thus given by

:(Ng+1_/)ni+/nj
(Ng+1)

(149

n,

and
(Ng+1=")ki+ 7k
(Ng+1) ’

=

(14b)

with /=1, ... Ng. The resulting layer thicknesseg, and
dj’ , of the pure materials in thgh andjth layers, respec-
tively, after including the graded interface layers, are given
by

di =di—wg(1—Xg) (153

and
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N

5=

=1

(Y[]=Yo[i])?
wherew[i] are the weighting factors for each point. IMD
uses the CURVEFIT procedutéan adaptation of the Mar-
guardt algorithm included in the IDL library. The user des-
ignates adjustable parameters, and initial values for each.
(In IMD, a constraint on the range of acceptable parameter
values can be specified as wgllterations are then per-
formed until the change B is less than a specified amount
or until a maximum number of iterations has been per-
formed. The user can choose to use V] either (a)
“instrumental weighting,” using the experimental uncer-
tainties, w[i]=8Y,[i], (b) “statistical weighting,” with
wli]=+vYn[i], or (¢) “uniform weighting,” with w[i]

=1. Additionally, logarithmic fitting can be used, in which
the numerator in Eq.(16) is replaced by (Infi]

—In Y, fi])2



2. Confidence interval computation : In addition to a point-
estimate determination of the “best-fit” parameter values,
using the fitting technique just described, for example, it is

Fie Cacusie Fitng  MalwiskOptesi Constants  Help

T

generally necessary to estimate alsormggeof acceptable sﬁl%-m.d-mm T e £
parameter values that are consistent with the experimental IR daMubisger | o
data. To this end, in IMD it is possible to compute multi- ikt cth SRR Wit
dimensional confidence intervals associated with the best- — —
fit values of the adjustable parameters using the formalism |{= 5 e
described in Refs. 12 and 13. WOEFENDENT VERESLES

It can be shown that, when using tiyé test of fit, the it LT S A |
minimum value of theS statistic,S,,,, associated with the VP ERChped L ok, Ermmr [ e 0000V T

best-fit parameter values, is distributed as fReprobabil-
ity function with N,— p degrees of freedom:

Smin=XR,,—p(@), (17)

where « is the significance of fit. That is, if we find, for
example, thatsmnzxﬁm,p(OBS), then we can conclude
that there is a 68% probability that the modesing thep
best-fit parameter valugsorrectly describes the data.

The confidence region, with significane€, is then
defined as th@-dimensional region of parameter space for

which the value o is less than or equal to some valBeg,
where

S.=SmintAS(a’), (18

with AS(a') equal to the value of thg? probability func-
tion with p degrees of freedom and significanag; the

DEPEROENT VARIGBLES
¥ Rafcianca [~ Tiwsmittarce [ Abaoptance [ EM Fiskds

HEASLIRED DATA
Mo mesured dala.

Oltowens| ]

Figure 5. The main IMD widget, configured to compute the normal inci-
dence reflectance of a Y/Al multilayer as a function of wavelength and
layer thickness parametdf. (The results of this particular computation
are presented in Sec. Il B.)

sociated two-dimensional confidence regionnirkk space.

A specific example of a confidence-interval computation
that illustrates the concepts described here will be presented
in Sec. Il D.

confidence region so defined would enclose the true valuesII USER INTERFACE

of the p parameters in + «’ of all experiments.
In IMD, a multidimensional confidence region can be
determined for up to eight adjustablee., fit) parameters

We now describe the IMD graphical user interfa&GJl).
This interface, which is created from the widgets tool kit

simultaneously. In this case a grid-search algorithm is uti- built into IDL, is used to specify all parameters and vari-
lized, wherein the user specifies the extent and resolution ofables and to visualize the results of all calculations.

the grid along each parameter axis. At each point in the

grid, the value of the statisti is computed using one of

Shown in Fig. 5 is the main IMD widget as it might
look after a periodic multilayer and associated independent

two methods, depending on the dimensionality of the con- and dependent variables have been specified. In addition to
fidence region being determined. That is, suppose the bestthe menu bar at the top of the widget, there are three re-

fit parameters were determined by varymgdjustable pa-
rameters, as described above, and of tipeparameters, we

gions of this widget of particular interest to us now: the
STRUCTURE region, and the INDEPENDENT and DE-

are interested in the confidence region associated with somd” ENDENT VARIABLES regions.

subset of parameters, whereq=<p. In the case thay
=p, the value ofS at each point on the grid is determined
directly from Eq.(16). On the other hand, in the case where
g<p, the value ofS at each point on the grid is determined
in IMD using the minimization algorithm described in Sec.
| B1, but with only (p—q) adjustable parameters, i.g.of

the parameters are now fixed. In this case, we note that th

correct value ofAS(«a') to be used in Eq(18) is equal to
the value of they? probability function withq (not p)
degrees of freedom and significaneé. As an example of
a situation for whichg<<p, consider the case of making a
determination of thin-film optical constants from reflec-

tance versus incidence-angle data, where three adjustablé€nt,

A. Structure specification

The first step in performing a calculation in IMD is defining
the “structure,” i.e., the parameters that define the ambient
material, the multilayer stack, aridptionally) a substrate.

A number of parameters can be assigned to each structure
element, i.e., layer thicknesses, interface roughness/

Ciffuseness parameters, etc. But common to all structure

elements is the material designation, which determines
which optical constants are used for the calculation, and
that is described in Sec. Il Al.

1. Material designation : Each structure element—the ambi-
the substrate, and each multilayer-stack layer

parameters have been used, say—the optical congtants element—is composed of some material. There are two dif-
andk, and the film thicknessi—but of these three param- ferent methods available to the user to designate materials
eters, we are interested only in the uncertainty on the de-in IMD: in the first method, the designated material name
rived values ofn andk, and so we must compute the as- refers to an optical-constants file contained in the IMD
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#1 LAYER 2 o] choose from among several data sets already available in

LR R the database. The contents of any of the files contained in
= S —l the database can be displayed graphically using an interac-
e ---I tive plot widget, available through a pull-down menu op-
 Oplical constarix flarase " Dunely and conpostion tion from the main IMD widget.
& N2DT intarace The basis for the second method of material
Fioughress Dikuseress, signa(Af 1000 |[ioimlace profie evr funceon 5 designation—by composition and density—is that in the
I i Bsiace x-ray region, the complex index of refraction for a com-
pound of densityp is related to the atomic scattering fac-
Do | tors f; andf, by®
(2) N, Iix(fyyHify))
YER 2 n=1- v Y \ (19
|LAYER 2 H=1E3 2’7TmeC EJXJA]
Urits  Poecison

- — where the sums range over each of the chemical elements
"""“E Oyl Trckress i} [0 _| tha’F compose the compound, tkeare the relative concen-
trations of each element, and ti#g are the associated

atomic densitiesg, m,, ¢, andN, are the electron charge,
MHEW Wi =51, 5960 the electron mass, the speed of light, and Avogadro’s num-
o ber, respectively. To utilize this method of material desig-
[P0 ] s o Wt w201 nation, the user must specify the atomic compositios,

thex;) and the density of the material, as illustrated in Fig.

S i Fr | 6(b), for example, showing the layer widget for a layer

£~ Dhtioed sl i s 7§ sy iy composed of GIC, having a density of 6.68 g/cin
FAIHTAC ineailace 2. Layer and group parameters : To create an IMD structure,
Aouprass/Dituonss, sgnad) [100[[iveitace piosie enot brcicn 2] the user adds layers, periodic multilay&tsand optionally
F Gradedintedscs  widh i} m,mm a substrate if desired. Accomplishing these tasks is simply a
matter of pushing the appropriate buttons on the main IMD
[ows| widget (i.e., on the right side of the STRUCTURE area of
ib) the widget shown in Fig.)5 Layers and periodic multilay-

ers can be subsequently grouped together to form higher-
Figure 6. A typical IMD layer widget, with material designation (a) by ~level periodic multilayergwith no limit on nesting depth
reference to an optical constants file, and (b) by specification of material and can be moved up or down in the stack, again by push-
composition and density. ing the appropriate buttons. The structure components are
listed on the main IMD widgeton the left sidg and by
double clicking on a structure element, the associated am-
optical-constant database; in the second method, which isbhient, layer, multilayer, or substrate widget is created, al-
applicable only in the x-ray region for energies between 30 lowing the user to specify the adjustable parameters.,
eV and 30 keV, the material is specified by its composition materials, layer thicknesses, interface parameters,
and density, and the optical constants are computed directlymultilayer repeat periods, ejc.as well as the preferred
from the atomic scattering factors. units(i.e., A, nm,um, etc), and the displayed precision of
The IMD optical-constants database is a directory of parameter values. Thus, rather complicated structures can
ASCII files, in which each optical-constants file contains be defined or changed easily, and in a matter of minutes.
three columns of optical data ( n, andk) associated with
a single material. To designate a material by reference to ang. yapiable designation
optical-constants file, the user need only specify a valid file
name contained in the optical constants directory. For ex- For all calculations, at least one wavelengthenergy and
ample, shown in Fig. @) is a typical IMD layer widget incidence angle must be specnﬂed; mulqple vyavelengths
where the material has been designated as amorphou@nd/or angles can be specified as well, if desiféul.the
Al,O,, i.e., corresponding to a file calledAi203.nk. case of electric-field-intensity calculations, a third indepen-

. : dent variable—depth, i.e., the position in the structure,
The IMD optical-constants database contains data for -« .o from the top of the first layer—must also be de-

over 150 materials, compiled from a variety of published fineq) n addition to these variables, any of the parameters
sources, with wavelength coverage extending from the x- that describe the multilayer stadke., layer thicknesses,
ray to the far-infrared region of the spectrum. In order t0 interfaces values, graded-interface parameters, multilayer
use additional optical constants, a user need only create arparameters, etcor the incident bearti.e., polarization pa-
ASCII file containing the optical constants for the desired rametersf andq, and angular and spectral resoluti@an
material in accord with a simple format specified in the be designated as independent variables; up to eight inde-
IMD documentation. For many materials, the user can pendent variables can be designated simultaneously, and
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the dimensionality of the resulting optical functions will be
equal to the number of independent variables specified.

For every independent variable so designated, the user
must define the extent and resolution of the grid of points
over which the optical functions are to be computed. The
resolution of the grid can be designated either by specifying
the size of the increment between points, or by the total
number of parameter values that compose the independent
variable; logarithmically spaced grids can also be desig-
nated. The user can again specify the preferred precision
and units, and in the case of wavelengtbs energiesthe
instrumental resolution and polarization parameters; the an-
gular instrumental resolution is likewise specified using the
incidence-angle independent-variable widget.

Once the structure and independent variables are de-
fined, any or all of the optical functiorR, T, andA, and
the electric-field intensityl, can be computed by selecting
these functions in the DEPENDENT VARIABLES area of
the main IMD widget(see Fig. 5. By then choosing the
appropriate menu option, the computation is performed and
the results displayed using another GUI tool, IMDXPLOT.
Specific examples illustrating the functionality of
IMDXPLOT will be presented in Sec. Ill.

C. Fit-parameter designation

As was discussed in Sec. | B, parameter estimation using
nonlinear, least-squares fitting can be performed utilizing

user-supplied experimental data. The experimental data is
read by accessing a menu option from the main IMD wid-

get, and the parameter-estimation and confidence-interval
widget, shown in Fig. @), allows the user to add and re-
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Figure 7. (a) The IMD parameter estimation and confidence interval wid-

move adjustabléfit) parameters and to specify the param- get (configured for the curve-fitting example in Sec. Ill C) and (b) a typical

eters that control how the fitting is performéce., number

of iterations, weighting, etg. Shown in Fig. Tb) is a typi-

cal fit-parameter widget, wherein the user specifies the ini-
tial parameter valuéand optionally constraints on the fit
parameter, as well as the parameters associated with
confidence-interval computations, as described in Sec. | B2.

fit parameter widget (configured for the confidence interval computation
example in Sec. Il D).

presented in Fig. 8 are some of the results of the computa-

lll. EXAMPLES

tion just described. Figure(8 shows superposed two-

dimensional surface plots &(6,\) andT(64,\), for two

A. Multidimensional optical functions of a thin film

The first example demonstrates how IMD can be used to
visualize multidimensional optical functions: We present
the results of a computation of the reflectance and transmit-
tance of an amorphous carbon fifion an amorphous Si0O
substrate, determined as a function of three independent'I
variables: wavelength, for 150 nmA<2.0 um, i.e., from
the ultraviolet(UV) to the infrared; incidence angle, for
0°< #<90°; and film thickness, for 0 A<d<1000 A.

To visualize the results of this computation, one might
imagine displaying one-dimensional graphRoéndT, for
example, as a continuous function of one varialslesay,
and for discrete values of andd. Or, perhaps it would be
more useful to display a plot in two dimensions, as a con-
tinuous function of two variables, and for discrete values of
the remaining independent variable. The IMDXPLOT wid-
get, which is the interactive visualization tool in IMD, in-
deed allows the user to display such “slices” of the optical

discrete values of the film thickness, 100 and 350 A. In Fig.
8(b), on the other hand, are one-dimensional plotRad)
andT(d), as well as the transmitted phasf;(d), at nor-

mal incidence, for two discrete wavelengths, 193 and 248
nm (i.e., the wavelengths used for DUV lithographys-

ing the buttons, sliders, and menu options available on the
MDXPLOT interface, the user can easily display such
slices through parameter space and customize the graphs
according to his/her preference: multiple optical functions
can be superposed, the appearafee, colors, line styles,
plotting symbols, etg.of the different functions can be ad-
justed, and various legends and plot labels can be gener-
ated. Additionally, the sliders associated with each of the
independent variablegshown in the INDEPENDENT
VARIABLES region of the IMDXPLOT widgets in Fig. 8,

for example can be used to vary in real time one or more
independent variables and view the resulting effect on the
optical functions. A variety of standard graphics file for-
mats(i.e., PostScript, PCL, HPGL, and CGN& available

functions, in either one or two dimensions. For example, for output.
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Figure 8. Results of the computation of reflectance and transmittance of an amorphous carbon film on an amorphsubs$i&e, described in the text.

(a) The IMDXPLOT widget showing two-dimensional surface plots of reflectance and transmittance versus incidence angle and wavelength for discrete
values of the carbon film thickness. (b) One-dimensional plots of reflectance, transmittance, and transmitted phase versus film thickness, at normal

incidence, and for two discrete wavelengths.

B. Reflectance and electric field intensity for an x-ray multilayer
film

C. XRR analysis of a W/Cr hilayer

The third example demonstrates how the unique ability in

The second example shows how IMD can be used to adjust,IMD to interactively vary model parameters “manually”
for optimal performance, design-parameter values of a pe-can be used in conjunction with the nonlinear, least-squares

riodic multilayer. A determination of the electric-field in-
tensity in a periodic multilayer film is presented as well.
Shown in Fig. 9a) is an IMD-generated plot showing the
normal incidence soft x-ray reflectance of a Y/Al periodic
multilayer film (d=90 A, N=40) as a function of one par-
ticular design parameter, the film-thickness ratiojwhere
I'=dy/(dy+dy)). By using IMD to computeR(T"), the
optimal value ofI" (i.e., giving the highest peak reflec-
tance is immediately evident. Optimized values of other
design parameters can be similarly obtained.

Displayed in Fig. %) is an IMDXPLOT widget
showing the electric-field intensity as a function of depth
for theI'=0.5 Y/Al multilayer for two values of. Obser-
vation of the position of the local maxima of the electric-
field intensity in the standing-wave pattern X192 A

(i.e., the wavelength corresponding to the peak reflecjance

fitting capability to accurately determine a large number of
film parameters from experimental data.

Shown in Fig. 10 are the measured and calculated
curves of grazing-incidence x-ray reflectance versus inci-
dence angle for a W/Cr-bilayer thin film. These particular
films are currently being used as the electron-scattering lay-
ers in masks for a projection electron-beam-lithography
tool (SCALPEL®), currently being developed,in which
the image contrast achieved at the focal plane of the tool
depends critically on the W- and Cr-layer thicknesses and
densities. A precise measurement of these parameters is
thus required, and such a measurement can be obtained
through the use of XRR analysis, using the curve-fitting
techniques described in Sec. | B. However, even for these
relatively simple bilayer films, there are additional param-

suggests, for example, that any interface imperfections ateters in the model that must be varied in order to fit the data

the Al-on-Y interfaces, where the electric-field intensity is

with sufficient accuracy. For example, the best-fit curve

strongest, might have a much different effect on the peak shown in Fig. 1Qlabeledo=3.5 A) was obtained by fitting

reflectance than interface imperfections at the Y-on-Al in-
terfaces, where the electric-field intensity is much weaker.
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eight adjustable parameters: the densities, layer thicknesses,
and interface roughnesses of both the W and Cr layers, as
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Figure 9. (a) Reflectance of a Y/Al periodic multilayer film as a function of
the film-thickness ratiol’. (b) Electric-field intensity as a function of

depth into the film for two wavelengths.
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Figure 10. Measured grazing incidence x-ray reflectance for a W/Cr-
bilayer film (filled circles) and calculated reflectance curves for different
values of the W-layer interfacial roughness (as indicated).

cilitates the task of determining initial fit-parameter values.
To illustrate, in order to fit the data shown in Fig. 10,
one might starfusing bulk densitigsby manually varying
the W- and Cr-layer thicknesses, until both the high-
frequency and low-frequency modulations in the calculated
reflectance are reasonably coincident with those in the mea-
sured data. These two superposed modulatisesn in Fig.
10 as having periods 0f 0.18° and~1.0°) correspond to
interference due to the total film thickne§se., WO;+W
+Cr layer thicknessgsand the Cr layer thickness, respec-
tively. Therefore, it is especially useful to be able to manu-
ally vary two (or more layer thicknesses in a single calcu-
lation and to view the results interactively using
IMDXPLOT in order to match both modulations simulta-
neously. Nonetheless, the W- and Cr-layer thicknesses will
generally need significant refinement once other parameters
are varied as well, since the effect on the reflectance of
other adjustable parameters is effectively coupled to the
layer thicknesses. An example of such a coupling can be
seen in Fig. 10, where reflectance curves are shown for
several values of the W-layer roughness: it can be seen that
the thickness modulations shift significantly with roughness
(o), an effect that cannot be completely decoupled from
the effect of the individual layer thicknesses.

well as the thickness and roughness of a top-layer oxidep, Optical constants determination for a thin film

(WOy3) that forms on these films.

In order to utilize nonlinear, least-squares curve fitting The final example illustrates the ability in IMD to compute
to determine fit parameters, the choice of initial parameter confidence intervals in order to estimate the precision of fit
values must be relatively close to the final, best-fit values, Parameters determined from nonlinear, least-squares curve
or else the fitting algorithm will be unable to locate the fitting. Shown in Fig. 11a) are the results of nonlinear,
g|oba| minimum in parameter space Corresponding to the least-squares curve fitting to determine, from reflectance

minimum value of they? statistic. This point is especially

versus incidence-angle measurements, the optical constants

true in this particular example, where the fitting was per- (n andk) for a thin film. Once the best-fit parameters were
formed with so many adjustable parameters. The ability in found [as indicated in Fig. 1&)], the value of they” sta-

IMD to first vary parameters manual{gs described in Sec.

tistic S was computed over a grid of points in parameter

Il B) and to visualize in real time the resulting effect on space, as was described in Sec. 1 B2. The results of this

the optical functiongreflectance, in this cagegreatly fa-

computation are displayed in the IMDXPLOT widget
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Figure 11. (a) Results of nonlinear, least-squares curve fitting to deter-

mine, from reflectance vs incidence-angle measurements, the optical con-; 4

stants(n and k/ for a gold film. (b) An IMDXPLOT widget showing joint
confidence intervals associated with the best-fit values of the optical con-
stants.

shown in Fig. 11b), where the contours of constaBtare
shown in two dimensions, corresponding to the 68%.,
1-0) and 95%(2-0) joint confidence regions. The IMDX-
PLOT sliders in this case can be used to vary the value of
AS(a') [see EQg.(18)], or to vary the parameter values
when displaying contours of constaBtin one dimension
(not shown).
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IV. SUMMARY

We have described the physics and algorithms on which the
IMD computer program is based and have presented a
number of examples that illustrate some of IMD’s unique
capabilities.

Future enhancements to IMD’s capabilities will in-
clude the ability to compute nonspeculdiffuse) scattered
intensity due to interfacial roughness, the ability to define
depth-graded thickness and interface parameters, and tools
to allow the user to further analyze interactively the com-
puted optical functionge.g., minimum and maximum val-
ues, feature widths, averages, integrals,) efthe software
is available and free, and can be downloaded from the Web
site listed in Ref. 2.
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